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Who are these people!?

Architect of the Cloud4 
project at the University 
of Groningen. 
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David Visscher
Cloud engineer in the 
High Performance 
Computing team at the 
University of 
Groningen.

Max Roeleveld



What do we do?

- Team HPC:  High Performance Computing

- Provide computing services for science and education

- Built, run, and operated by us, at the University of Groningen
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Space 
Exploration
Euclid is designed to 
explore the evolution of 
the dark Universe. It will 
make a 3D-map of the 
Universe (with time as 
the third dimension) by 
observing billions of 
galaxies out to 10 billion 
light-years, across 
more than a third of the 
sky. 

ESA
Euclid
Telescope
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GCC
Genomics 
Coordination Centre, 
UMCG/UG
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>3000 
Individual 
Researchers
(including you!)

100+
Publications/year

Current Tally:
1306
since 2013



What do we have today?
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Hábrók

20256 CPU Cores
204 Machines
60 GPUs
13PB Storage

1250+
Software 
Packages
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Clouds

Bateleur:
25144 CPU cores
137 TB RAM
206 TiB VM Storage
4 PB Filesystem
Hosts Hábrók
Bare metal focused

Merlin:
1959 CPU cores
9.6 TB RAM
439 TiB VM Storage
3.2 PB Filesystem
Virtualisation focused
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Hábrók (PaaS) Cloud Platform (IaaS)



- OpenStack
- Virtual Machines (QEMU/kvm)
- Bare Metal
- Virtual Networking (OpenVSwitch)

- Centralised Storage:
- Ceph

- Block Storage
- Lustre

- Filesystems

Technologies we use for IaaS today
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Our
Design

Structured around 
NIST 800-145 
Definition of Cloud 
Computing
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Our
Design

Structured around 
NIST 800-145 
Definition of Cloud 
Computing
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OpenStack
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Also
OpenStack

(we don’t need 
all of this)
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Also
OpenStack

(what we 
actually use)
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Openstack

One API

Many 
Clients
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Virtual 
Networks



How do we deploy it today?
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- Use the OpenStack official deployment tooling
- Kolla
- Kolla-Ansible
- Kayobe

- Undercloud/Overcloud Architecture
- Build a big cloud with a small cloud

- For Ceph
- cephadm
- Kayobe



Challenges
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- Existing stack is incredibly complex
- many interconnected moving parts
- makes maintenance/evolution very labor intensive

- Dependent on external deployment system
- different priorities
- contains lots of things we don’t need, but that can break



The way systems grow organically
does not lead to the most optimal setup
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Something better?

- Make maintenance easier
- Improve stability, reliability, and the lives of our engineers

- Determine for ourselves what we do and don’t want in our infrastructure
- Less is more

- Independence
- We determine what is important for our stack
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Where do we go from here?
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So why do we do this ourselves?
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No other options:
- Off the shelf appliances
- External hosting
- Public Cloud 

Common pattern:
- Stuff you don’t need
- for too much money,
- with vendor lock-in,
- and with little autonomy.

- Also, tendering is not fun



New Approach
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- Our own deployment (distro) of OpenStack

- Built with Salt / Python

- Apply YAGNI

- Core principle:
Everything Should Be Made 
as Simple as Possible, 
But Not Simpler



Goals

- Maintain / evolve institutional knowledge

- Stable / predictable environments

- Optimised for lifecycle work, not deployment work
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How will we manage all this?

- Infrastructure as Code is a must

- Heavily prefer open source technologies

- And contribute when we can

- Work with the garage door open, using a public git repo



What’s next?
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- Building a new platform to replace Bateleur / Merlin: Cloud4

- How to start?

- Strong design principles



Our 4 design principles
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1. Opinionated framework

- Cloud4 is our new framework, 
aimed at our own case/priorities.

- We use that framework to build cloud(s)
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1. Opinionated framework

- One size fits one

- Problem-First, not Cool-Tech-First (as boring as possible)

- Minimize complexity
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The Cloud 
Design

Ceph Cluster

Storage solution providing 
RADOS Block Device, 
RADOS Gateway, CephFS

Openstack Cluster

Provides IAAS consisting of 
Compute, Networking, 
Storage

Supporting 
Services

Services for configuration, 
monitoring, and automation.

Cloud4 Framework

Built up of distinct loosely coupled independent components



2. Focus on the lifecycle

- 79% of costs over the lifetime of a system is “lifecycle costs”[1]

- Maintenance is more important than deployment

- All normal work should be automated or automatable

[1] “Zarnekow, Ruediger, and Walter Brenner. ‘Distribution of Cost over the Application Lifecycle - a Multi-Case Study.’, 1 January 2005, 79 
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3. Have ONE way of doing things

- “There should be one – and 
preferably only one – obvious way to 
do it.”

- Tim Peters; The Zen of Python
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3. Have ONE way of doing things

- For us this means:

- The code’s structure should encourage the correct behaviour

- Declarative Config Management

- The Exception is the Rule
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Exception is the rule: an example
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4. Complexity

- Everything should be as simple as possible, but no simpler

- Complexity does not disappear when hidden (in other systems/libraries)

- Apply YAGNI to keep complexity in check

- Delete, Delete, Delete
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Principles

1. Build an opinionated framework, then build your platform

2. Focus on the lifecycle, not the deployment

3. Have ONE way of doing things, and have that be the most intuitive option

4. Prefer simple over complex, complex over complicated
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What does this all get us?
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Main Differences

Old Cloud4

Has to work for everyone Not generic

Static Configuration Dynamic Configuration

299490 LOC 5519 LOC (<2%)

Lots of tech debt Easier to add functionality and grow

Big-Bang updates required Can be upgraded gradually
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Main Differences (technical)

Old Cloud4

Many Many Many Containers No No No Containers

Templates in templates in … 
all the way down

Just… no
Clean python code or simple Jinja2

Control plane runs networking Control plane separate from network traffic

VLAN-Land Edge Routing

IPv4-only IPv6-only internally
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Cloud migration

1. Deploy a new Cloud4 control plane / setup in a rack 
next to the old cloud

2. Clear out machines from the old cloud one-by-one
3. Introduce those machines to the new cloud
4. Migrate existing customers over to the new cloud

a. Early adopters will want to
b. The bulk will pragmatically follow features / qualities
c. Laggards will feel threatened by EOL date

5. ???
6. Profit
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Cool, but what’s the catch?
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It’s a whole load of work
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- Build from scratch
- High amount of effort
- Have to be in it for the long haul (1.5 years and counting)

- Discovering our requirements and constraints

- Understanding Legacy
- Lots and lots of trial and error
- … and software archeology



Inheriting Living Legacy

- We have to keep the old environments up and running
- Inherited from the before times

- We have to keep the stakeholders in the loop
- Migration path should be clear
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Recap
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The way systems grow organically does 
not lead to the most optimal setup
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Principles

1. Build an opinionated framework, then build your platform

2. Focus on the lifecycle, not the deployment

3. Have ONE way of doing things, and have that be the most intuitive option

4. Prefer simple over complex, complex over complicated
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Can it run DOOM?
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Wanna see the code?

You can!

https://gitrepo.service.rug.nl/cit-hpc/cloud-4/cloud4

It works for us, and just for us.
(it’s really boring)
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https://gitrepo.service.rug.nl/cit-hpc/cloud-4/cloud4


Thanks

Contact us at hpc@rug.nl for more information/questions.
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mailto:hpc@rug.nl

